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Computational (MP2 and DFT) modeling of
the substrate/inhibitor interaction with the
LDH active pocket in the gas phase and
aqueous solution: bimolecular charged
(pyruvate/oxamate–guanidinium cation) and
neutral adducts (pyruvic/oxamic
acids–guanidine)
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Two types of bimolecular adducts were studied for t
J. Phys. Or
he substrate and inhibitor of lactate dehydrogenase (LDH), one
type of adducts between ionic species, a-keto-carboxylates (pyruvate and oxamate) and the guanidinium cation, and
the other type of adducts between neutral species, a-ketocarboxylic (pyruvic and oxamic) acids and guanidine.
Calculations were performed in the gas phase and aqueous solution using the MP2 and PCM methods and the
6-31RRG** basis set. Application of the DFT(B3LYP) and PCMmethods led to similar results. A change of the adducts’
preference was observed when proceeding from the gas phase to aqueous solution. This change is in good agreement
with the acidity–basicity scales in both phases. Formation constant (KHB) for adduct between neutral species is greater
for pyruvic than for oxamic acid in the gas phase, whereas a reverse situation takes place in aqueous solution, where
the KHB value for adduct between ionic species is smaller for pyruvate than for oxamate. The water molecules favor
interactions of more polar oxamate with the guanidinium cation. Stronger interaction with this cation, a model of the
arginine fragment of the LDH pocket, suggests that oxamate (inhibitor of LDH) has stronger binding properties in
aqueous solution than pyruvate (substrate of LDH). Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION

Intra- and intermolecular H-bond formation and/or proton
transfer play a crucial role in many biological processes.[1–5]

For example, they are responsible for the interactions of active
molecules with proteins, enzymes, or specific receptors.
Depending on the acid-base properties of the binding center,
a molecule may gain or lose a proton(s), form intra- or
intermolecular H-bond(s) and attain the form and conformation
specifically required by the active pocket. Therefore, it is not
always evident that the structural preference of a compound is
the same in the nanoscopic environment shaped by an active
pocket as it is in the gas phase, in the homogeneous aqueous
environment, or in the crystal lattice.[6–8] For this reason,
investigations for active molecules in various environments have
always attracted attention of chemists, biochemists, physicians,
etc. Since experiments in the native environment are difficult to
perform, very often investigations are carried out for the systems
which model interactions in living organisms.
g. Chem. 2009, 22 77–88 Copyright � 20
a-Ketocarboxylates belong to biologically important metab-
olites.[9–12] Pyruvate (CH3COCOO

�, Pyr), the anion of the simplest
a-ketocarboxylic acid called pyruvic acid (CH3COCOOH, PyrH), is
the metabolite of glucose. It is also the substrate of lactate
dehydrogenase (LDH). Oxamate (H2NCOCOO

�, Ox), the anion of
oxamic acid (H2NCOCOOH, OxH) and the isosteric and isoelec-
tronic analogue of pyruvate, is a metabolite of some drugs, and
also it is an inhibitor of the enzyme LDH. It binds specifically with
08 John Wiley & Sons, Ltd.
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Scheme 1. Formation of bimolecular adducts modeling the substrate/inhibitor-LDH interaction between ionic species
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LDH and blocks its active center.[13–15] This property opened new
possibilities of applications of oxamate in biotechnology.[16]

The NH2 group of oxamate is chemically more active than the CH3

group of pyruvate. Hence, oxamate may be used in synthesis of
the ligand, modified appropriately for selective bioseparation of
LDH[16,17] or in analysis of biomaterials containing LDH.[18–20]

Attracted by these applications, we have undertaken systematic
studies on geometrical and physicochemical properties of
a-ketocarboxylates.[21] In our previous papers, we reported
geometrical and physicochemical similarities and differences
between these two anions[22–24] and their acids.[25,26] Some
discrepancies were observed only for lithium pyruvate.[22,27]

The aim of this work was to study the interactions of the
substrate and inhibitor with the simplest and the most active
molecule which model the specific interaction with the binding
pocket of LDH. These studies are very important for biotechno-
logy, in particular for selective bioseparation of LDH. For the LDH
binding pocket, it has been shown that the COO�/COOH group of
the substrate or inhibitor interacts with the guanidinium/
guanidine group of the arginine residue (Arg171).[15,28–30]

Arginine is the most basic amino acid in the gas phase[31,32]

and also in aqueous solution[33] because of its extremely basic
guanidine side chain that is predominantly protonated. The Arg
residue is very often present in the active sites of many other
Scheme 2. Formation of bimolecular adducts modeling the substrate/inhib

www.interscience.wiley.com/journal/poc Copyright � 2008
enzymes.[34,35] However, it is not yet evident, which form, cationic
or neutral, takes the guanidine group of the Arg residue in the
active pocket of the enzyme, where one or more molecules of
water and various polar and nonpolar groups of other amino
acids’ residues are present.[34] For this reason, we chose two types
of bimolecular adducts modeling the interactions of the
substrate and inhibitor with the binding pocket of the enzyme
LDH: one type of adducts (PyrGuH and OxGuH in Scheme 1)
between ionic species, a-ketocarboxylates (Pyr and Ox) and the
guanidinium cation (GuH), and the other type of adducts (PyrHGu
and OxHGu in Scheme 2) between neutral species,
a-ketocarboxylic acids (PyrH and OxH) and guanidine (Gu).
For geometry optimization of isolated acids, their anions,

guanidine, the guanidinium cation, and bimolecular charged and
neutral adducts, we used the second-order Møller–Plesset
perturbation (MP2)[36,37] and density functional theory (DFT)[38]

with a combination of the Becke three-parameter hybrid
exchange functional with the non-local correlation functional
of Lee, Yang and Parr (B3LYP).[39,40] For calculations, the larger
basis set 6-31þþG** was applied,[41] because investigations of
anions, very sensitive to the repulsion between electron-rich
groups, and investigations of adducts with intermolecular
H-bonds, require diffuse and polarization functions for the C,
N, O, and H atoms.[15,21,22–24] Hydrated species (acids, anions,
itor-LDH interaction between neutral species

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 77–88



COMPUTATIONAL (MP2 AND DFT) MODELING
guanidine, guanidinium cation, and adducts) were investigated
using the polarizable continuum model {PCM(water)}[42–45] for
geometries optimized at the MP2/6-31þþG** and DFT(B3LYP)/
6-31þþG** levels. Formation constants (KHB) were estimated for
favored adducts in the gas phase and aqueous solution.
Comparison of the calculated KHB values gives the possibility
to distinguish similarities and/or differences in binding properties
of the substrate and inhibitor in an apolar and polar environment.
These properties are essential for the specific interaction with the
enzyme LDH. To asses the stability of charged and molecular
adducts a series of molecular dynamics simulations were also
performed.
7

METHODS

MP2 and DFT calculations

Geometries of isolated molecules: the pyruvate and oxamate
anions, pyruvic and oxamic acids, the guanidinium cation,
guanidine, and adducts between neutral and ionic species
(Schemes 1 and 2) were fully optimized without symmetry
constraints using the MP2[36,37] and DFT(B3LYP) methods[38–40]

and the 6–31þþG** basis set.[41] For minima (with real
frequencies), which correspond to the conformational prefer-
ences, the Gibbs free energies (G¼H� TS) were calculated at
298.15 K using the same level of theory. The G values include
changes in the zero-point energy (ZPE) and thermal corrections
(vibrational, rotational and translational) to the enthalpy (H) and
entropy (S). The BSSE (Basis Set Superposition Error)[46] was
calculated using standard computational procedure.[47] The
proton-transfer curves for the PyrHGu and OxHGu adducts were
calculated by carrying out a series of constrained energy
minimization with the O-H distance fixed at a given value and
optimizing the remaining degrees of freedom. Both proton
transfer curves were calculated using DFT/B3LYP method and the
6-31þþG(d,p) basis set. Effect of water molecules was studied
using the PCM method[42,45] for geometries optimized at the
MP2/6-31þþG** and DFT(B3LYP)/6-31þþG** levels. The PCM
model employs a van der Waals surface type cavity. In this model,
the free energy of a solvated system (Gsolv) is described as a sum
over three terms, i.e., electrostatic (Gelec), dispersion-repulsion
(Gdisp-rep) contributions to the free energy, and the cavitation
energy (Gcav). The cavity is defined as a series of interlocking
van-der Waals spheres centered at atoms forming a molecule. All
calculations were performed using the Gaussian 98 program.[48]

Molecular dynamics simulations

The potentials of mean force (PMFs) were determined by
umbrella-sampling molecular dynamics (MD) simulations in
explicit water as functions of distance. Sampling of the
configurational space, necessary in the umbrella-sampling
method, was carried out for the systems involving formation
of dimers composed of pyruvate and oxamate with the
guanidinium cation (PyrGuH and OxGuH), as well as for those
composed of pyruvic and oxamic acids with guanidine (PyrHGu
and OxHGu). A series of umbrella-sampling molecular dynamics
simulations with the AMBER force field was carried out for each
pair using the TIP3P[49] water model. The dimers were immersed
in TIP3P water boxes with periodic boundary conditions with a
box side of about 35,35,35, and 33 Å for PyrGuH, OxGuH, PyrHGu,
and OxHGu, respectively. Molecular dynamics simulations were
J. Phys. Org. Chem. 2009, 22 77–88 Copyright � 2008 John Wil
carried out in two steps. In the first step, each system was
equilibrated in the NPT ensemble (constant number of particles,
pressure, and temperature) at 298 K for 100 ps. Production MD
simulations were then run in the NVTensemble (constant number
of particles, volume, and temperature). In all MD simulations, the
integration step was 2 fs. A 9 Å cut-off was used for all non
bonded interactions, and the electrostatic energy was evaluated
using the particle-mesh Ewald summation.[50] For each system, a
series of 19 windows of 4 ns simulations per windowwas run with
different harmonic-restraint potentials imposed on the distance
(ı̂) between the two atoms (one from each particle) closest to the
geometric center of the molecules, as given by Eqn (1).

VðjÞ ¼ kðj� doÞ2 (1)

with the force constant k¼ 2 kcalmol�1 Å�2 and the ‘equilibrium’
distance (do) for a given window equal to 3.0, 3.5, 4.0, . . ., 12.0 Å
for every dimer studied in this work, for windows from 1 to 19.
Snapshots from the MD simulations were saved every 0.2 ps. A
total number of 20 000 configurations were collected for each
window.
The charges on the atoms of the solute molecules needed for

the AMBER 7.0[51] force field were determined for each system
using a standard procedure for fitting the point-charge
electrostatic potential to the molecular electrostatic potential
computed by using the electronic wave function calculated at the
restricted Hartree-Fock (RHF) level with the 6–31G* basis set. The
program GAMESS[52] was used to carry out the quantum-
mechanical calculations, while the program RESP[53] of the
AMBER 7.0 package was used to compute the fitted charges. The
charges and the AMBER atom types are shown in Fig. 1.
The potentials of mean force (PMFs) were calculated using the

weighted histogram analysis method (WHAM).[54,55] To deter-
mine the PMFs for the systems studied, we processed the results
from all windows of the restrained MD simulations for each
system, for which one-dimensional histograms, dependent only
on the distance between the geometric centers of interacting
dimers, were constructed. This means that our PMF plots were
averaged over all possible orientations. The bin dimension
applied in the WHAM calculations of the PMF was equal to 0.1 Å
for all systems.
RESULTS AND DISCUSSION

Geometries of the anionic and neutral forms of the substrate
and inhibitor of LDH

The MP2 and DFT structures of isolated pyruvate and oxamate
(Pyr and Ox) and their acids (PyrH and OxH) were described
previously.[21–26] Both methods predict similar structures for
isolated species: twisted structures for anions (more twisted for
pyruvate than oxamate) and almost planar structures for acids
(Tce, Tte, and Cte given in Scheme 2). The X-ray structures for
anions are also slightly different: pyruvates are twisted, whereas
those of oxamates are planar.[56–60] For acids, the same stable
conformations were found at other levels of theory.[21,25,26,61,62]

Their nomenclature were taken from reference. [61]. Among them
the Tce structure, stabilized by the intramolecular H-bond
between the aCO and OH groups, is favored in the gas
phase.[21,25,26,61–68] Other structures, Tte and Cte, have greater
energies than that of Tce (by 1–3 and 2–4 kcalmol�1,
respectively).[21,25,26,61,62] They predominate for the associated
ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. Partial atomic charges (in electron charge units) of the Pyr (a), PyrH (b), Ox (c), OxH (d), GuH (e), and Gu (f ) molecules calculated by using the

RESP method[53] based on HF/6-31G* calculations carried out with GAMESS[52] used in the calculations with the AMBER force field.[51] The atoms are

labeled with standard AMBER atom-type symbols. The restraints during the MD simulations were imposed at the distances between the atoms labeled

with stars
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forms in the gas phase, solution, and solid state.[61,69–72] Selected
geometrical parameters calculated at the MP2/6-31þþG(d,p)
level for the pyruvate and oxamate anions and their acids are
given in Tables 1 and 2, respectively. Besides geometry, polarity of
the substrat and inhibitor may also influence their interactions
with the binding pocket of LDH. Interestingly, the MP2 (or DFT)
calculated dipole moment (m) for pyruvate is only slightly smaller
than that for oxamate (Table 1). Similarly, the calculated m value
for the Tte structure of pyruvic acid is smaller than that for the
same structure of oxamic acid (Table 2). The m value of the Tce
structure of pyruvic acid (2.74 and 2.52 D at the DFT and MP2
levels, respectively) is very close to the experimental one
(2.30� 0.03 D).[73] The same trends were observed when other
quantum-chemical methods were applied.[15,21–26,61–68]

Tautomeric forms of both anions, the enol form of pyruvate
{H2C——C(OH)COO�} and the iminol form of oxamate {HN——
C(OH)COO�}, have considerably higher Gibbs free energies than
the corresponding keto (Pyr) and amide (Ox) forms (by more than
5 and 4 kcalmol�1, respectively at the B3LYP/6-31þþG**
level[24]). Similarly, the enol form of pyruvic acid {H2C——
C(OH)COOH} and the iminol form of oxamic acid {HN——
C(OH)COOH}, have considerably higher Gibbs free energies than
the corresponding keto (PyrH-Tte) and amide (OxH-Tte) forms (by
more than 5 and 10 kcalmol�1, respectively at the same level of
www.interscience.wiley.com/journal/poc Copyright � 2008
theory[21,25,26]). Consequently, they were not taken into account
in this paper.

Geometries of the cationic and neutral forms of the LDH
active center model

Geometries of guanidine (Gu) and its cation (GuH) –models of the
arginine fragment of the LDH pocket – were previously
discussed.[74,75] The structure of guanidine has not been
experimentally determined, from either X-ray diffraction, electron
diffraction or microwave spectra. Some experimental information
on its structure has only been obtained from the infrared
spectrum of guanidine in the solid state.[76] From the analysis of
this spectrum, it was suggested that guanidine prefers to adopt a
planar conformation. However, the MP2 and DFT calculations
showed that the planar conformation of guanidine has three
imaginary frequencies. Two stable non-planar structures of
guanidine were found with very close energies. They differ by
only 1–2 kcalmol�1. Both methods (MP2 and DFT) predict similar
angles and bond lengths.
In the case of the guanidinium cation, only non-planar

structure (with the NH2 groups rotated out of the CN3 plane by
168) was found at both levels of theory. Completely planar
structure has three imaginary frequencies. The structure of the
John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 77–88



Table 1. Selected geometrical parameters (CX bond lengths in Å, angles in degree) and dipole moments (m in Debyes) calculated
at the MP2/6-31þþG** level for a-ketocarboxylates (Pyr and Ox), the guanidinium cation (GuH), and their bimolecular charged
adducts (pyrguh and oxguh)

Property Pyr Ox GuH PyrGuH OxGuH

Anion
C2O1 1.270 1.277 — 1.291 1.280
C2O3 1.264 1.254 — 1.246 1.263
C4O5 1.238 1.238 — 1.237 1.232
C2C4 1.532 1.571 — 1.545 1.547
O1C2O3 131.3 130.7 — 129.0 127.3
F 76.3 �20.0 — �30.2 �14.3

Guanidinium cation
C2N1 — — 1.336 1.333 1.330
C2N3 — — 1.336 1.325 1.325
C2N4 — — 1.336 1.366 1.371
N1C2N3 — — 120.0 119.6 120.2

H-bond
C2O1� � �HN1 (GH) — — — 1.545 1.539
C2O3� � �HN3 (GH) — — — 1.645 1.582

m 5.95 5.99 0.00 9.69 11.53

COMPUTATIONAL (MP2 AND DFT) MODELING
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guanidinium cation has been experimentally determined for
numerous salts and complexes. All data have been compiled in
the Cambridge Structural Database.[77,78] Generally, the CN3

moiety is planar and the CN bond lengths are equal (within
experimental errors). Unfortunately, the X-ray analysis does not
give reliable data on the position of the hydrogen atoms, and no
more informations can be derived for the structure of the
guanidinium cation from experiments performed in the solid
state.[74,75] Selected geometrical parameters calculated at the
MP2/6-31þþG(d,p) level for the guanidinium cation and
guanidine are given in Tables 1 and 2, respectively.

Geometries of adducts modeling the interaction of the
substrate/inhibitor with the binding pocket of LDH

The structures for bimolecular charged adducts of
a-ketocarboxylates with the guanidinium cation (PyrGuH and
OxGuH) and for bimolecular neutral adducts of a-ketocarboxylic
acids with guanidine (PyrHGu andOxHGu), optimized at theMP2/
6-31þþG(d,p) level, are given in Figs. 2 and 3, respectively. The
pyruvate and oxamate anions interact non-covalently with the
guanidinium cation in PyrGuH and OxGuH, and form cyclic
dimers with two intermolecular H-bonds between the charged
COO� and C(NH)þ2 groups. Similarly, pyruvic and oxamic acids
interact non-covalently with guanidine in PyrHGu and OxHGu,
and form cyclic dimers with two intermolecular H-bonds between
the neutral COOH and C(NH)NH2 groups. The intermolecular
H-bond distances are given in Tables 1 and 2. The intramolecular
J. Phys. Org. Chem. 2009, 22 77–88 Copyright � 2008 John Wil
interactions for isolated anions and acids were discussed
previously.[21–25,79] Thermodynamic parameters, such as
electronic energy (E), zero-point vibrational energy (ZPVE),
enthalpy (H), entropy (S), and Gibbs free energy (G) calculated
at the MP2/6-31þþG(d,p) and DFT/6-31þþG(d,p) levels for both
types of bimolecular adducts are given in Table 3. To check the
level of convergence of calculations, we also present results of
single-point calculations performed with the 6-311þþG** basis
set. The difference between energies is smaller than 0.1% at both
levels (DFT and MP2). This means that energies for the systems
studied in this work converged very well using the 6-31þþG**
basis set.
Comparison of the selected geometrical parameters calculated

at the MP2/6-31þþG(d,p) level (Tables 1 and 2) for isolated
molecules: pyruvic and oxamic acids (PyrH-Tte and OxH-Tte), their
anions (Pyr and Ox), guanidine (Gu), its cation (GuH), and
bimolecular adducts between the charged (PyrGuH and OxGuH)
and neutral species (PyrHGu and OxHGu) shows some interesting
trends. The pyruvate and oxamate anions take the twisted
conformations for the PyrGuH and OxGuH adducts, similarly as
for free anions (Pyr and Ox). However, the dihedral angles OaCCO
for PyrGuH (�308) and OxGuH (�148) are considerably smaller
than those for Pyr (768) and Ox (�208). Due to an engagement of
the carboxylate COO� group in the intermolecular H-bonds, the
repulsion between the carbonyl aCO and the carboxylate CO
group is reduced for adducts in comparison to that for free
anions.
Quite a different situation occurs for pyruvic and oxamic acids

in their bimolecular adducts with guanidine (PyrHGu and
1

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc



Table 2. Selected geometrical parameters (CX bond lengths in Å, angles in degree) and dipole moments (m in Debyes) calculated
at the MP2/6-31þþG** level for a-ketocarboxylic acids (PyrH-Tte and OxH-Tte), guanidine (Gu), and their bimolecular neutral
adducts (PyrHGu and OxHGu)

Property PyrH-Tte OxH-Tte Gu PyrHGu OxHGu

Acid
C2O1 1.224 1.225 — 1.241 1.243
C2O3 1.346 1.341 — 1.310 1.305
C4O5 1.226 1.229 — 1.227 1.230
C2C4 1.538 1.536 — 1.537 1.540
O1C2O3 124.8 124.9 — 126.7 126.7
F 0.1 �7.4 — 25.3 �9.2

Guanidine
C2N1 — — 1.394 1.369 1.370
C2N3 — — 1.288 1.300 1.300
C2N4 — — 1.400 1.389 1.388
N1C2N3 — — 120.2 120.7 120.7

H-bond
C2O1� � �HN1 (G) — — — 1.935 1.933
C2O3� � �HN3 (G) — — — 1.565 1.555

m 1.52 2.52 3.07 6.28 6.97
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OxHGu). An engagement of the carboxylic hydrogen atom in the
intermolecular H-bond for PyrHGu and OxHGu augments the
electron density of the carboxylic oxygens and increases the
repulsion between the electron-rich CO groups in comparison to
that for free acids (PyrH-Tte andOxH-Tte). Therefore, the two acids
take slightly twisted conformations for bimolecular neutral
adducts. The dihedral angles OaCCO for acids in their adducts
PyrHGu (258) and OxHGu (�98) are greater than those for free
acids PyrH-Tte (08) and OxH-Tte (�78). However, these angles for
neutral adducts (PyrHGu and OxHGu) are smaller than those for
charged adducts (PyrGuH and OxGuH).
Due to intramolecular X���OC interactions, the carboxylate CO

bonds of anions for the PyrGuH and OxGuH adducts have not the
same lengths, similarly as those for the free Pyr and Ox anions
(Table 1). Consequently, the CN bonds of the guanidinium cation
and the intermolecular H-bonds (NHþ����OC) are not equivalent
for charged adducts. The shorter carboxylate CO bond forms the
longer intermolecular H-bond. Differences between the CO bond
lengths vary when going from the free to associated species in
higher degree for pyruvate (from 0.006 to 0.045 Å) than for
oxamate (from 0.023 to 0.017 Å). Difference between the
intermolecular H-bonds for the pyruvate adduct (0.100 Å) is also
greater than that for the oxamate adduct (0.043 Å). These
differences are parallel to the variations of the dihedral
angle OaCCO which are greater for pyruvate than for oxamate.
Protonation of the a-ketocarboxylate anions and deprotonation

of the guanidinium cation reduce p-electron delocalization in the
carboxylic COO and guanidine CNN moieties, respectively, and
www.interscience.wiley.com/journal/poc Copyright � 2008
increase differences between the CO and CN bond lengths
(Table 2). On the other hand, the intermolecular H-bonds present
for the PyrHGu and OxHGu adducts increase p-electron
delocalization in the COO and CNN moieties. Consequently,
differences between the CO bond lengths are twice smaller for
associated than free acids. When going from the free to associated
species, they vary in slightly higher degree for pyruvate (from
0.122 to 0.069 Å) than for oxamate (from 0.116 to 0.062 Å). The two
intermolecular H-bonds between the neutral O——C—OH andN——
C—NHgroups are alsomore differentiated for PyrHGu andOxHGu
than those between the charged COO� and C(NH)þ2 groups for
PyrGuH and OxGuH. The H-bonds between the OH and C——N
groups (OH���N——C) are longer than those between the NH and
C——O groups (C——O���HN) by ca. 0.4 Å for PyrHGu and OxHGu. For
comparison, differences between the H-bonds (NHþ����OC) for
PyrGuH and OxGuH are not larger than 0.1 Å.
Great variations of the dihedral angle OaCCO for anions cause

also significant changes for the central CC bond when
proceeding from the free to associated species. Differences
between the CC bond lengths for free and associated pyruvate
(0.013 Å) and oxamate (0.024 Å) are higher than those for free and
associated pyruvic (0.001 Å) and oxamic acids (0.004 Å). However,
the dihedral angle OaCCO and the intramolecular H-bonds
present in bimolecular adducts have small influence on the aCO
bond lengths. Their changes do not exceed 0.01 Å. Variations of
the OCO and NCN angles are not larger than 48. Relative polarities
of bimolecular adducts are similar to those of free anions and
acids (Tables 1 and 2). The MP2 calculated dipole moment for
John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 77–88



Figure 2. MP2/6-31þþG(d,p) structures of bimolecular charged adducts

between a-ketocarboxylates and the guanidinium cation (PyrGuH for

pyruvate and OxGuH for oxamate)

COMPUTATIONAL (MP2 AND DFT) MODELING
PyrGuH (9.69D) is smaller than that for OxGuH (11.53 D), and also
the MP2 calculated dipole moment for PyrHGu (6.28 D) is smaller
than that for OxHGu (6.97D).
Similar structures for charged (PyrGuH and OxGuH) and neutral

(PyrHGu and OxHGu) adducts, and similar differences in their
geometrical parameters and polarities were found at the
DFT(B3LYP)/6-31þþG(d,p) level.[79] Generally, the DFT calculated
H-bonds are shorter than the MP2 ones (by no more than 0.01 Å
for charged adducts, and by 0.04–0.07 Å for neutral adducts). The
DFT calculated dihedral angles OaCCO for associated anions and
acids are smaller than the MP2 ones. However, the observed
trend is the same, the aCO group is twisted out of the COO� plane
in higher degree for pyruvate (�20.48) and pyruvic acid (1.98)
than for oxamate (�0.18) and oxamic acids (�0.48). Differences in
the other angles calculated at the MP2 and DFT levels are not
larger than 18. Differences in the bond lengths calculated at the
MP2 and DFT levels are not larger than 0.02 Å. Generally, the DFT
Figure 3. MP2/6-31þþG(d,p) structures of bimolecular neutral adducts
between a-ketocarboxylic acids and guanidine (PyrHGu for pyruvic acid

and OxHGu for oxamic acid) 8

J. Phys. Org. Chem. 2009, 22 77–88 Copyright � 2008 John Wil
calculated CO bond lengths are slightly shorter than the MP2
ones, and the DFT calculated central CC bond lengths are slightly
longer than the MP2 ones, similarly as for free acids and their
anions. The calculated dipole moment for PyrGuH (10.41 D) is
smaller than that for OxGuH (10.99 D), and also the calculated
dipole moment for PyrHGu (6.66D) is smaller than that for OxHGu
(7.15D).
The non-covalent interactions of the COO� and the C(NH)þ2

groups were experimentally studied in the solid state for
benzamidinium pyruvate.[80] For this adduct, pyruvate has the
twisted conformation, and the dihedral angle OaCCO is equal to
5.28. The carboxylate CO and the amidinium CN bonds are not
equivalent. Their lengths differ by 0.005 and 0.007 Å, respectively.
Consequently, the CO����þHN bonds have not the same lengths.
They differ by 0.013 Å. Similar differences in the bond lengths
were observed for crystal methylguanidinium formate.[81] It is
interesting to mention here that linear bidentate H-bonding
between the guanidinium and the carboxylate groups were
reviewed for the crystal structures of various guanidinium–
carboxylate derivatives.[82] The guanidinium–carboxylate inter-
actions were also studied for crystal structures of arginine
peptides[83] and proteins.[84]

Relative stabilities of bimolecular adducts in the gas phase
and aqueous solution

For bimolecular charged adducts of the pyruvate and oxamate
anions with the guanidinium cation (PyrGuH and OxGuH), and for
bimolecular neutral adducts of pyruvic and oxamic acids with
guanidine (PyrHGu and OxHGu), the total electronic energies (E)
were calculated for the isolated species (in the gas phase) at the
MP2/6-31þþG** level and separately for the solvated species (in
aqueous solution) at the PCM(water)//MP2/6-31þþG** level. For
comparison, calculations were also performed at the B3LYP/
6-31þþG** and PCM(water)//B3LYP/6-31þþG** levels, respect-
ively. Next, the E values for charged adducts (PyrGuH and OxGuH)
were compared with those for neutral adducts (PyrHGu and
OxHGu). The relative total energies {DE¼ E(charged adduct)
E(neutral adduct)}, calculated for both the isolated and hydrated
adducts, are listed in Table 4. It should be mentioned here that in
systems consisting of at least two monomers (dimer or higher
adduct), the calculated interaction energy is decreased due to the
fact that the basis set of complex formed is artificially enlarged
with respect to basis sets of the monomers. This causes en error
called Basis Set Superposition Error (BSSE).[46] To compute the
BSSE, the standard procedure was applied.[47] The MP2 method
gives slightly larger BSSE (3.8 kcalmol�1 for charged adducts and
3.1–3.2 kcalmol�1 for neutral adducts) than the B3LYP method
(0.8–0.9 and 1.0 kcalmol�1, respectively). However, this does not
change general trend for adducts’ stability (Table 4).
Generally, the DFT results are similar to the MP2 ones.

Bimolecular neutral adducts (PyrHGu and OxHGu) have smaller
energies in the gas phase, whereas bimolecular charged adducts
(PyrGuH and OxGuH) have smaller energies in aqueous solution.
Water molecules favor the transfer of the proton from
a-ketocarboxylic acid to guanidine and stabilize interactions
between the ions, a-ketocarboxylates and the guanidinium
cation (Scheme 3). In the gas phase, interactions between the
neutral acids and guanidine are preferred. These trends are in
good agreement with the acidity–basicity scales found in the gas
phase and aqueous solution.[85] For comparison, amino acids
prefer their neutral forms in the gas phase (or apolar
3
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Table 3. Electronic energies (E), zero-point vibrational energies (ZPVE), enthalpies (H), entropies (S) and Gibbs free energies (G)
for charged (PyrGuH and OxGuH) and neutral (PyrHGu and OxHGu) adducts calculated at the MP2 and DFT levels (in parentheses
are energies for single-point calculations performed using the 6-311þþG** basis set)

Adduct Ea ZPVEb Ha Sc Ga

a) MP2/6-31þþG**
PyrGuH �546.318063 (�546.519576) 94.31 �546.154487 112.31 �546.207850
OxGuH �562.372662 (�562.595665) 87.43 �562.220663 110.28 �562.273062
PyrHGu �546.324542 (�546.534943) 94.59 �546.160830 111.90 �546.213999
OxHGu �562.372906 (�562.598373) 88.02 �562.220148 108.69 �562.271789

b) B3LYP/6-31þþG**
PyrGuH �547.844480 (�547.970973) 92.28 �547.683760 115.07 �547.738433
OxGuH �563.919934 (�564.062412) 85.68 �563.770449 110.21 563.822813
PyrHGu �547.850917 (�547.986855) 92.45 �547.690529 112.04 �547.743762
OxHGu �563.918258 (�564.061042) 86.18 �563.768361 107.95 �563.819653
a In Hartree, 1Hartree¼ 627.5095 kcalmol�1.
b In kcalmol�1.
c In cal deg�1mol�1.
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environment), whereas in aqueous solutions (or polar environ-
ment) they exist in their ionic forms (e.g., zwitterionic forms at
neutral pH).[86] Since it is not yet evident, which form, cationic or
neutral, takes the guanidine group of the Arg residue in the active
pocket of the LDH enzyme, the results for both types of adducts
(neutral and charged) should be considered.

Proton transfer for bimolecular adducts in the gas phase

The potential energy surface for the proton transfer in the neutral
adducts PyrHGu and OxHGu with formation of the charged
adducts PyrGuH and OxGuH may have a different character: a
double- or a single-well. To characterize its shape, we examined
the proton-transfer curves at the DFT(B3LYP)/6-31þþG(d,p) level.
These curves are qualitatively similar with very low energy
barriers between the first and the second minima being 0.36 and
0.21 kcalmol�1 for PyrHGu (Fig. 4a) and OxHGu (Fig. 4b),
respectively. Their shapes are very characteristic for the usual
H-bond between neutral acid and neutral base.[87] The proton is
preferentially located on the carboxylate group in the gas phase.
Table 4. Comparison of the relative energies (DE in
kcalmol�1)a between charged and neutral adducts in the gas
phase and aqueous solution using the PCM model calculated
at the MP2 and DFT levels

Pair of adducts Method

DE

Gas
phase

Water
(PCM)

PyrGuH/PyrHGu MP2/6-31þþG** 4.1 (4.7)b �8.9
B3LYP/6-31þþG** 4.0 (3.9)b �7.6

OxGuH/OxHGu MP2/6-31þþG** 0.2 (0.7)b �9.5
B3LYP/6-31þþG** 1.1 (1.3)b �10.1

aDE¼ E(charged adduct) – E(neutral adduct).
bD(Eþ BSSE) given in parentheses.

www.interscience.wiley.com/journal/poc Copyright � 2008
Potentials of mean forces (PMFs) in water

For determinations of the PMF curves for the charged and neutral
adducts which model the substrat/inhibitor-LDH interactions, we
applied the MD simulations using the umbrella-sampling/WHAM
method with the TIP3P water model. Figure 5 shows the
dependence of the PMF for the charged adduct OxGuH, obtained
on the number of configurations collected from each window. As
seen from the figure, convergence is achieved as the number of
configurations increases. The same convergence was observed
for the remaining dimers.
Results of the PMF calculations for the charged adducts

PyrGuH (dashed line) and OxGuH (solid line) are given in Fig. 6.
The PMF curves have characteristic shapes with one deep
minimum each at about 5.4 and 5.2 Å, corresponding to PyrGuH
and OxGuH, respectively. This minimum is referred to the contact
minimum. The deepest contact minima are observed for the
PyrGuH (dashed line) adduct with depths of about
�1.6 kcalmol�1, and being about 0.2 kcalmol�1 lower that for
the OxGuH adduct. The PMF curves shown in Fig. 6 also contain
the second minima at distances of about 7.5 Å. These so-called
solvent-separated minima correspond to the distances at which
precisely one water molecule can enter the space between the
two solutes. The first maximum in the PMF curve between
the contact and solvent-separated minima is referred to the
desolvation maximum. In both cases, the maxima are slightly
observed.
Scheme 3. Transfer of the proton for bimolecular adducts when pro-

ceeding from the gas phase to aqueous solution

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 77–88



Figure 6. PMF curves determined by using the TIP3P model of water for
two charged adducts systems: PyrGuH (dashed line) and OxGuH (solid

line)

Figure 4. Energy variation on the proton transfer in the O–H���N bridge

of the PryHGu (a) and OxHGu (b) adducts. Filled circles represent points
where the DFT(B3LYP)/6-31þþG** energies have been calculated

Figure 5. PMF curves for the OxGuH adduct for two different numbers of

configurations, obtained from the umbrella-sampling/WHAM method

using the TIP3P water model. The simulations were carried out at a

temperature of 298 K. The dashed and solid lines refer to 50% (10 000 con-
figurations) and 100% (20 000 configurations), respectively, of the total

number of generated configurations
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Masunov et al.[88] calculated the PMF profiles for the charged
system dependent on orientation – adduct between the
propionate anion and the 1-propylguanidine cation. The depth
of the minimum of their system calculated for the head-to-head
orientation is about �4.5 kcalmol�1, while our values are only
�1.4 and �1.6 kcalmol�1 for the PyrGuH and OxGuH adducts,
respectively. This discrepancy can be attributed to the fact that
the orientation of the interacting species in their work was
constrained, while in our calculations the orientation was not
restricted, and the PMFs profiles were computed over all
orientations. The depth of the contact minimum of the PMF
curve for the charged adduct between the acetate anion and the
1-methylguanidinum cation, calculated over all orientations by
Makowska et al.,[89] is only �0.53 kcalmol�1. The difference
between our and their results can be caused by the fact that our
PMFs were computed between the geometric centers of
molecules within the dimer. Chipot at el.[90] calculated the
potential of mean force for the charged adduct between the
guanidinium and acetate ions in water. They found a contact
minimum at 4.1 Å and a broad solvent-separated minimum
at 6.4 Å.
We can assume that Pyr, Ox, and GuH consist at least of two

parts, i.e., charged and hydrophobic. Based on that assumption it
could be found that our PMFs shown in Fig. 6 are a sum over three
types of solute–solute interactions (dependent on orientation),
i.e., hydrophobic–hydrophobic, hydropbobic–charged, and charged–
charged. The deepest minima in the PMF curves reported in the
literature[88,90,91] are observed for the charged–charged inter-
action. This allows us to state that themost dominating structures
of the PyrGuH and OxGuH adducts are those with the charged
parts of molecules orientated with respect to each other.
Figure 7 shows the results of the PMF calculations for the

PyrHGu (dashed line) and OxHGu (solid line) adducts. The PMF
curves have one wide depth with two minima at about 3.4 and
5.0 Å, and 3.6 and 5.2 Å corresponding to PyrHGu and OxHGu,
respectively. There is a very low energy barrier between the
minima being about 0.25 and 0.10 kcalmol�1 corresponding to
PyrHGu and OxHGu, respectively. The presence of these two
5
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Table 5. Gibbs free energies (DGHB in kcalmol�1) and for-
mation constants (KHB) for neutral adducts (PyrHGu and
OxHGu) favored in the gas phase and for charged adducts
(PyrGuH and OxGuH) favored in aqueous solution using the
PCM model

Phase Adduct Method DGHB KHB

Gas PyrHGu MP2/6-31þþG** �7.0 1.4�105
B3LYP/6-31þþG** �6.9 1.1�105

OxHGu MP2/6-31þþG** �5.3 7.6�103
B3LYP/6-31þþG** �5.7 1.4�104

Water PyrGuH PCM//MP2/6-31þþG** �2.6 7.9�101
PCM//B3LYP/6-31þþG** �2.4 5.2�101

OxGuH PCM//MP2/6-31þþG** �6.7 7.8�104
PCM//B3LYP/6-31þþG** �6.4 4.5�104

Figure 7. PMF curves determined by using the TIP3P model of water for

two molecular dimer systems: PyrH-Gu (dashed line) and OxH-Gu (solid

line)
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minima in PMF profile can be contributed to the fact that there
are two possible hydrogen bonds in the systems consisting of
pyruvic acid – guanidine and oxamic acid – guanidine. These
molecular systems can be stabilized by the following hydrogen
bonds between C——O���H—NH and O—H���NH——, where the
hydrogen bond forms between the oxygen atom in the carbonyl
group of pyruvic or oxamic acid and the hydrogen atom of one of
the amine group of guanidine, or between the hydrogen atom in
the hydroxyl group of pyruvic or oxamic acid and the nitrogen
atom of the imino group of guanidine. Similarly as for PMFs in
Fig. 6, we can assume that PyrH, OxH, and Gu consist at least of
two parts, i.e., polar and hydrophobic. PMFs shown in Fig. 7 are a
sum over three types of solute–solute interactions (dependent on
orientation), i.e., hydrophobic–hydrophobic, hydropbobic–polar,
and polar–polar. For these types of interactions we can
distinguish three dominating orientations of polar pairs studied
in this work, i.e., side-to-side (paralell, antiparallel), side-to-edge
or edge-to-side (perpendicular), and edge-to-edge (when
systems lie in the same line). The distances between the centers
of interacting molecules increase from parallel to edge-to-edge
positions.[92] This means that these two minima in the curves
present in Fig. 7 refer to side-to-side (at the shortest distance) and
edge-to-edge (at the longest distance) positions.
The depth of the contact minima for the PyrH-Gu (dashed line)

and OxH-Gu (solid line) dimers are about �0.6 and
�0.45 kcalmol�1, respectively. The PMF curves shown in Fig. 7
contain also the second minima at distances of about 8.0 Å. The
so-called solvent-separated minima correspond to the distances
at which precisely one water molecule can enter the space
between the two solutes. These minima are deeper than those
observed in Fig. 6.

Formation constants for bimolecular adducts

The Gibbs free energies calculated at 298.15 K for
a-ketocarboxylic acids, their anions, guanidine, its cation, and
both types of bimolecular adducts were used to estimate the
www.interscience.wiley.com/journal/poc Copyright � 2008
Gibbs free energies for the formation of adducts (GHB) and next to
calculate the formation constants (KHB). For isolated neutral
adducts between a-ketocarboxylic acids (PyrH and OxH
abbreviated as AH) and guanidine (Gu abbreviated as B), favored
in the gas phase, the GHB values were calculated at the MP2/
6-31þþG**//MP2/6-31þþG** and DFT(B3LYP)/6-31þþG**//
DFT(B3LYP)/6-31þþG** levels for equilibrium (2) according to
Eqn (3). For hydrated charged adducts between the
a-ketocarboxylate anions (Pyr or Ox abbreviated as A�) and
the guanidinium cation (GuH abbreviated as BHþ), favored in
aqueous solution, the GHB values were calculated at the
PCM(water)//MP2/6-31þþG** and PCM(water)//DFT(B3LYP)/
6-31þþG** levels for equilibrium (4) according to Eqn (5). To
calculate the free energy changes (DGHB) of the systems studied
in water, the PCM model was used for the geometries optimized
at the MP2/6-31þþG** and DFT(B3LYP)/6-31þþG** levels,
respectively. The KHB values for isolated and hydrated adducts
were estimated using relation (6).

AH þ B  ! AH :::B (2)

DGHB ¼ GðAH :::BÞ � GðAHÞ � GðBÞ (3)

A� þ BHþ  ! A� :::þHB (4)

DGHB ¼ GðA� :::þHBÞ � GðA�Þ � GðBHþÞ (5)

KHB ¼ exp �DGHB
RT

� �
(6)

Table 5 summarizes the DGHB and KHB values estimated for
neutral adducts, favored in the gas phase (PyrHGu and OxHGu),
and for charged adducts, favored in aqueous solution (PyrGuH
and OxGuH). The DFT results are similar to the MP2 ones. The KHB
value for adduct between neutral species is greater for pyruvic
than for oxamic acid in the gas phase, whereas a reverse situation
takes place in aqueous solution, where the KHB value for adduct
between ionic species is smaller for pyruvate than for oxamate.
Based on our results given in Table 5 we can conclude that the
water molecules favor interactions of more polar oxamate with
the guanidinium cation. Stronger interaction with this cation, a
model of the arginine fragment of the LDH pocket, suggests that
oxamate (inhibitor of LDH) has stronger binding properties than
pyruvate (substrate of LDH). This observationmay be essential for
biotechnology. The use of oxamate for the selective biosepara-
John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 77–88
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tion of LDH or for analysis of biomaterials containing LDHmay be
more effective than the application of pyruvate.
CONCLUSIONS

Calculations performed for two types of bimolecular adducts
(charged and neutral), which can model interaction of the
substrate and inhibitor with LDH, show interesting change of
adducts’ preference and binding properties when going from the
gas phase to aqueous solution. Neutral adducts (PyrHGu and
OxHGu) are favored in the gas phase, whereas charged adducts
(PyrGuH and OxGuH) predominate in aqueous solution. The
substrate (pyruvic acid) of LDH has stronger binding properties
than inhibitor (oxamic acid) in the gas phase (apolar environ-
ment), whereas a reverse situation takes place in aqueous
solution (polar environment). The inhibitor of LDH (oxamate) has
stronger binding properties than the substrate (pyruvate).
Similarity of the DFT and MP2 results indicates additionally that
the DFT method is sufficient for theoretical modeling of the
substrate/inhibitor-LDH interactions.
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[85] E. D. Raczyńska, J.-F. Gal, P.-C. Maria, K. Zientara, M. Szeląg, Anal.
Bioanal. Chem. 2007, 389, 1365–1380.

[86] A. D. Headly, S. D. Starnes, Trends Org. Chem. 1998, 7, 75–84.
[87] L. Sobczyk, S. J. Grabowski, T. M. Krygowski, Chem. Rev. 2005, 105,

3513–3560, and references cited therein.
[88] A. Masunov, T. Lazaridis, J. Am. Chem. Soc. 2003, 125, 1722–1730.
[89] J. Makowska, M. Makowski, A. Giełdoń, A. Liwo, L. Chmurzyński,
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